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The array spatial light field is an effective means for improving imaging speed in single-pixel imaging. However, distinguish-
ing the intensity values of each sub-light field in the array spatial light field requires the help of the array detector or the
time-consuming deep-learning algorithm. Aiming at this problem, we propose measurable speckle gradation Hadamard
single-pixel imaging (MSG-HSI), which makes most of the refresh mechanism of the device generate the Hadamard speckle
patterns and the high sampling rate of the bucket detector and is capable of measuring the light intensity fluctuation of the
array spatial light field only by a simple bucket detector. The numerical and experimental results indicate that data acquis-
ition in MSG-HSI is 4 times faster than in traditional Hadamard single-pixel imaging. Moreover, imaging quality in MSG-HSI
can be further improved by image stitching technology. Our approach may open a new perspective for single-pixel imaging
to improve imaging speed.
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1. Introduction

As a novel imaging technique, ghost imaging (GI) achieves
image reconstruction by calculating the intensity correlation
between two spatially correlated beams. The first GI demonstra-
tion was reported with entangled photon pairs in 1995[1,2]. Later,
the thermal source and pseudo-thermal source were successively
used to implement GI[3–6]. Since 2008, researchers have demon-
strated that the reference beam without interaction with the
object could be omitted by using a digital micromirror device
(DMD) or spatial light modulator (SLM) to produce the prefab-
ricated light source[7–9]. Thus, GI could be implemented by uti-
lizing a set of spatially modulated speckle patterns and a bucket
detector (BD) without spatial resolution, which was also called
single-pixel imaging (SPI). Initially, random speckles with the
properties of a pseudo-thermal source were used as the modu-
lated speckle patterns. Then, researchers proposed Fourier basis
patterns[10] and Hadamard basis patterns[11] with orthogonal
properties, which could obtain better imaging effects. In the last
decade, SPI has drawn much attention and been successfully
applied in image encryption[12,13], biological imaging[14,15], tera-
hertz imaging[16–18], and fast-moving object tracking[19–21].
An unavoidable problem in SPI is that imaging requires

multiple measurements, which restricts its imaging speed. In

recent years, the array spatial light field has gradually demon-
strated its particular advantage in improving imaging
speed[22–24]. In 2019, Sun et al. utilized a quadrant photodiode
detector to measure the light intensity of four light fields, which
could improve imaging speed by 4 times when compared with
traditional Hadamard single-pixel imaging (THSI)[22]. Then, a
method combining array detector measurement and deep learn-
ing was proposed, which could obtain high imaging quality even
at a low sampling rate of 0.03[23]. By using the array spatial light
field, Zhou et al. proposed real-time computational GI by using
only one single-pixel detector and deep learning[24]. It can be
found from the previous work that either the array detector
for detection or the deep-learning algorithm is needed to distin-
guish the intensity values of each sub-light field in the array
spatial light field during data processing. Therefore, is there a
method that requires neither an array detector nor a time-
consuming deep-learning algorithm for the array spatial light
field?
For this problem, one can turn one’s attention to the gener-

ationmechanism of themodulated speckle patterns that are usu-
ally generated by the DMD or the projector in SPI. It is well
known that the refresh mechanism of DMD or the projector
determines that the display of one projected speckle pattern is
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a gradual process, which results in time-consuming data acquis-
ition process, though the BD has high sampling rate. In this
paper, we propose measurable speckle gradation Hadamard sin-
gle-pixel imaging (MSG-HSI), taking advantage of the high sam-
pling rate of the BD and the refresh mechanism of the device
generating the Hadamard speckle patterns. Through the reason-
able design of a synchronous system, MSG-HSI is capable of
obtaining the light intensity fluctuation of the array spatial light
field only by using a BD, which is beneficial for distinguishing
the intensity values of each sub-light field. The simulation and
experiment results demonstrate that MSG-HSI can reconstruct
images 4 times faster than THSI without array detector and deep
learning. In addition, image stitching technology can be effec-
tively used to eliminate image aliasing which is produced in
practical MSG-HSI experiment and further improve the SNR.

2. Methods

Figure 1 shows the experimental setup of the THSI. A thin-film
transistor liquid crystal display (TFT-LCD) is controlled by a
microcontroller unit (MCU, STM32F407ZGT6) to generate a
set of Hadamard speckle patterns. Then, the modulated light
illuminates the transmission object O�x, y�, which is tightly
attached to the TFT-LCD, and all of the light transmitted by
the object is collected by a lens into the BD. The MCU controls
the BD and the TFT-LCD to achieve sampling synchronization.
When all of the Hadamard speckle patterns are projected once,
the object image can be reconstructed by applying Hadamard
transform.
In THSI, the Hadamardmatrix (H2k) is a square and symmet-

ric matrix composed of only the values of�1 and −1 and can be
computed as

H2k = H2 ⊗ H2k−1 =
�
H2k−1 H2k−1

H2k−1 −H2k−1

�
,

with

H2 =
�
1 1
1 −1

�
,

where⊗ denotes the Kronecker product. 2k is the size of the row
and column of the Hadamard matrix (k is a positive integer and
k ≥ 2). The Hadamard speckle pattern Pi�x, y� can be obtained
by reshaping the ith row/column of the Hadamard matrix into a
square matrix. Considering that the Hadamard speckle patterns
with the value of −1 cannot be generated in the application,
Pi�x, y� is transformed into two speckle patterns [P�

i �x, y� and
P−
i �x, y�], which can be expressed as

P�
i �x, y� =

1� Pi�x, y�
2

, P−
i �x, y� =

1 − Pi�x, y�
2

: �1�

The corresponding sampling values of the BD can be rewrit-
ten as

b�i =
X
x

X
y

P�
i �x, y�O�x, y�,

b−i =
X
x

X
y

P−
i �x, y�O�x, y�: (2)

Through Hadamard transform, the information of the target
can be obtained:

OTHSI =
X
i

Pi�x, y�bi, i = 1, 2, 3, : : : , 2k, (3)

where bi = b�i − b−i . From Eqs. (1)–(3), it can be found that for
the Hadamard matrix (H2k), the number of speckle patterns
required for THSI is 2 × 2k under the limit of the Nyquist
measurement.
As we all know, DMD and the projector controlled by elec-

tronic chips are usually used to generate the Hadamard speckle
patterns in THSI. Their maximum refresh rate is fixed and can-
not be changed. Based on this case, improving their imaging
speed needs to be discussed from another perspective such as
their refresh mechanism. Take an LCD projector as an exam-
ple[25–27]. Figure 2(a) depicts a raster scan refresh mechanism
of the LCD with 5 × 5 pixels for demonstration purposes.

Fig. 1. Setup of THSI.

Fig. 2. (a) Raster scan refresh mechanism of the LCD. The direction of the
blue solid line and the black dashed line represents the loading order of
the speckle pattern information. (b) The display process of the letter “X” with
5 × 5 pixels on the LCD over time.
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When LCD loads a speckle pattern, it will load the speckle pat-
tern information from the left of the row to the right and then
switch to the next row to load this row’s speckle pattern infor-
mation. This process will be repeated by the LCD until the entire
speckle pattern is loaded. For ease of understanding, Fig. 2(b)
shows the display process of the letter “X” with 5 × 5 pixels over
time. It is known that the sampling rate of the BD can be much
faster than the refresh rate of the LCD since the BD does not
have spatial resolution. Therefore, why not utilize the BD to
measure the light intensity fluctuation while the LCD loads
one speckle pattern? In this way, not one sampling value but
many data about speckle gradation can be acquired for one
speckle pattern, which provides an excellent condition for the
use of the array spatial light field.
The array spatial light field, as the name suggests, is composed

of many sub-light fields arranged in an array. Here, its main
problem is how to distinguish the intensity values of each
sub-light field in the array spatial light field with one BD. To
address this problem, the layout of the sub-light field in the array
spatial light field needs to be designed according to the loading
order of the speckle pattern information. For a Hadamard
matrix (H4096), its number of speckle patterns is 8192, and
the size of the speckle pattern is 64 × 64. Similarly, these are,
respectively, 2048 and 16 × 64 for a Hadamard matrix
(H1024). Here, the speckle pattern with 16 × 64 pixels represents
the sub-light field [Psub

i �x, y�]. Repeating the sub-light field 4
times, the array spatial light field [Parray

i �x, y�] with 64 × 64 pix-
els can be obtained, which is detailed in Fig. 3(a). Four sub-light
fields illuminate different positions of the target when the array
spatial light field is projected onto the target. The light intensity
fluctuation detected by the BD is presented in Fig. 3(b). The

curves of the four colors correspond to the four sub-light fields,
respectively. From Fig. 3(b), it is easy to get the corresponding
light intensity values of each sub-light field. Moreover, the light
intensity values corresponding to each row of the array spatial
light field can be obtained by performing differential operations
on the results in Fig. 3(b). Therefore, it can be seen that design-
ing the array spatial light field in this way is conducive to avoid-
ing the mutual interference between four sub-light fields during
detection. Then, the partial image of the target will be recon-
structed by applying the Hadamard transform on the sub-light
field and the sampling values (b16thi , b32ndi , b48thi , and b64thi ) of the
16th, 32nd, 48th, and 64th rows in Fig. 3(b). For example,
imaging information of the first sub-light field can be written
as
P

i P
sub
i �x, y�b16thi . Similarly, integrating the imaging informa-

tion of four sub-light fields together can obtain a complete
imaging result of the target. We name this imaging scheme
MSG-HSI. For MSG-HSI, there are only 2048 speckle patterns,
not 8192 speckle patterns required by H4096 to reconstruct the
target with 64 × 64 pixels. To highlight the performance of
MSG-HSI, THSI achieving imaging with 64 × 64 pixels by using
the Hadamard matrix (H4096) will also be presented and com-
pared. In addition, the image reconstruction results will be pre-
sented when 2048 speckle patterns of the above type and the
sampling value of the 64th row (b64thi ) are used (Scheme I),
and it can be expressed as

P
i P

array
i �x, y�b64thi .

3. Numerical and Experimental Results

In this section, numerical simulations and experiments are car-
ried out to verify the proposed scheme. To evaluate the
reconstruction results qualitatively, the SNR is defined as

SNR = 10 log10

P �O − O�2P �O − R�2 , (4)

where O and R correspond to the original object image and the
reconstruction image, respectively. O is the mean of O.
First, the imaging object is shown in Fig. 4(a), and its imaging

resolution is 64 × 64. The number of speckle patterns in Scheme
I, MSG-HSI, and THSI is 2048, 2048, and 8192, respectively.
Figures 4(b)–4(d) present the simulation results in three
schemes. It can be seen that the object information is divided
into four parts and aliased together in the reconstruction image
of each sub-light field when there is no intensity values
corresponding to each row of the array spatial light field
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Fig. 3. Schematic diagram of MSG-HSI. (a) The flow chart of speckle pattern
repeating. The four sub-light fields are marked with four colors (red, green,
blue, and yellow). (b) The light intensity fluctuation detected by the BD during
the projection of one speckle pattern. (c) The difference result of (b).

Fig. 4. (a) The binary image “ghost-I.” (b)–(d) The reconstruction results based
on Scheme I, MSG-HSI, and THSI, respectively.
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[see Fig. 4(b)]. On the contrary, MSG-HSI can distinguish the
details of the target from aliasing after the light intensity fluc-
tuation is known [see Fig. 4(c)]. It is also noted that imaging
results in MSG-HSI and THSI are the same as the original object
due to the fact that the noise interference is not considered in the
simulation, but the number of speckle patterns required in
MSG-HSI is only one-fourth of that in THSI, which proves
the feasibility of MSG-HSI theoretically.
Next, the performance of three schemes is further compared

through experiments, and the experimental setup is shown in
Fig. 1. Here, we focus on how to implement MSG-HSI in our
experiment. A programmable MCU is used to control the
TFT-LCD, the BD, and a secure digital memory card (SD card)
storing the speckle patterns. The refresh rate of the TFT-LCD is
6 Hz and the sampling rate of the BD is 28 kHz. During the
experiment, the MCU reads a speckle pattern from SD card
and then sends it to the TFT-LCD. The MCU will control the
BD to measure the light intensity once whenever the TFT-
LCD finishes loading a row of the speckle pattern information.
Moreover, the reason why the BD with high sampling rate is
needed is that it takes time for the TFT-LCD to switch rows,
and the BD sampling must be completed within this time.
Therefore, the time consumption for the BD tomeasure the light
intensity 64 times is the same as that for only once. In addition, it
needs to be emphasized that although our experiment is dem-
onstrated by TFT-LCD, our scheme can also be used for other
spatial light modulation devices with similar refresh mecha-
nisms, such as SLM and DMD.
Without loss of generality, the binary image “concentric ring,”

the binary image “ghost-I,” the Chinese character “学,” and the
grayscale image “ghost-II” are used as the objects imaged, which
are 2.3 cm × 2.3 cm in size. Their imaging resolution is also 64 ×
64 and the corresponding experimental results are shown in
Fig. 5. Compared with the simulation, it can be observed that
there is more imaging noise in the reconstruction images of
Scheme I and THSI. Note that there is a little aliasing in the
experimental results of the MSG-HSI [see red dashed box in
Fig. 5(c)]. A reasonable explanation is that non-synchronization
between the BD and the TFT-LCDmay give rise to this problem
when the circuitry is unstable. As a result, the SNRs in the MSG-
HSI are not as good as that in the THSI. To solve this problem,
we introduce a characteristic of the array spatial light field,
i.e., any continuous speckle pattern with 16 × 64 pixels in the
array spatial light field can be used to reconstruct the object
image through Hadamard transform. This is due to the fact that
the light intensity values corresponding to each row of the
speckle pattern are known in the MSG-HSI, as shown in
Fig. 3(c). As mentioned above, imaging needs the sampling val-
ues of the 16th, 32nd, 48th, and 64th rows, which respectively
correspond to the red (1–16 rows), green (17–32 rows), blue
(33–48 rows), and yellow (49–64 rows) speckle patterns [see
Fig. 6(a1)]. Now, the sampling values of the 8th, 24th, 40th,
and 56th rows are applied to the imaging again for the red
(9–24 rows), green (25–40 rows), and blue (41–56 rows) speckle
patterns [see Fig. 6(a2)]. The corresponding reconstruction
images are shown in Fig. 6(b). By stitching the imaging results

without aliasing in these images, new stitching images are
obtained, which are highlighted in Figs. 6(c)–6(f). Comparing
Figs. 5(c) and 6(c)–6(f), it is apparent that the image stitching
technology can effectively avoid the influence of non-synchro-
nization and improve the SNR. Although the SNR in MSG-HSI
drops by ∼8% compared to THSI, the details of the targets are

Fig. 5. Experimental results for (a1)–(a4) binary image “concentric ring,” binary
image “ghost-I,” Chinese character “学,” and grayscale image “ghost-II,”
respectively. (b)–(d) The reconstruction results based on Scheme I, MSG-
HSI, and THSI, respectively.

Fig. 6. The flow chart of the image stitching. (a) Different imaging areas in the
array spatial light field. (b1), (b2) Imaging results corresponding to (a1) and
(a2), respectively. (c)–(f) Image stitching results.
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still well reconstructed. This experimentally verifies that our
scheme can improve imaging speed by 4 times with only one
BD when compared with THSI.
Finally, it needs to be stressed that our scheme has the poten-

tial to improve imaging speed byM times for imaging withM ×
N pixels in principle (M denotes the number of rows). Because
the array spatial light field is divided intoM sub-light fields, the
number of the speckle patterns for the MSG-HSI is reduced by
M times. In our experiment, the imaging resolution is 64 × 64,
and the experimental results only demonstrate that our scheme
improves imaging speed by 4 times instead of 64 times. The rea-
son is that the impact of non-synchronizationmakes it more dif-
ficult to solve the problem of image aliasing if the array spatial
light field is divided into smaller sub-light fields in our experi-
ment. Therefore, further experimental investigations are needed
to approach the limit of theoretical imaging speed improvement.

4. Conclusion

In conclusion, we have developed MSG-HSI where the intensity
values of each sub-light field in the array spatial light field can
be measured with only one BD. Experiment and simulation
results show that MSG-HSI is capable of reconstructing im-
ages 4 times faster than THSI by means of the refresh mecha-
nism of the device generating the Hadamard speckle patterns.
Furthermore, imaging results of different areas in the array spa-
tial light field can be obtained in MSG-HSI, which is beneficial
for eliminating image aliasing with the help of image stitching
technology.
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